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Abstract: 
 

Transformer language models have received unprecedented attention in recent years due to impressive 
performance on natural language tasks, but how they acquire these capabilities is largely unknown. During 
pretraining, language models are trained to predict next tokens (e.g. words) in text, and the field of pretraining 
dynamics aims to demonstrate how this learning objective leads to consistent learning patterns and 
mechanisms. The primary contributions of this dissertation are to demonstrate relationships between n-gram 
probabilities (next token predictions based only on the previous n-1 tokens) and language model learning 
during pretraining. I first show that language models learn words differently from human children; word 
frequencies (unigram probabilities) account for the vast majority of variance in words' ages of acquisition in 
language models, but not in children. I then characterize language model learning as early n-gram learning for 
increasing n, then gradual refinement of low probability n-gram predictions based on longer contexts and 
more nuanced capabilities. Mechanistically, subnetworks that make bigram predictions exist in the models 
long after the full models have moved on from simple bigram predictions. These bigram subnetworks are 
critical to language modeling performance even in fully trained models, and they recreate several key 
properties of a language model's activation space across layers. Together, these results demonstrate a close 
relationship between n-gram probabilities and language model learning, suggesting that traditional 
distributional statistics still play some role in these more complex models. 
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